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Abstract

In this paper, we study a new domain adaptation setting on
camera networks, namely Multi-View Domain Adaptive Ob-
ject Detection (MVDA-OD), in which labeled source data is
unavailable in the target adaptation process and target data
is captured from multiple overlapping cameras. In such a
challenging context, existing methods including adversarial
training and self-training fall short due to multi-domain data
shift and the lack of source data. To tackle this problem,
we propose a novel training framework consisting of two
stages. First, we pre-train the backbone using self-supervised
learning, in which a multi-view association is developed to
construct an effective pretext task. Second, we fine-tune the
detection head using robust self-training, where a tracking-
based single-view augmentation is introduced to achieve
weak-hard consistency learning. By doing so, an object de-
tection model can take advantage of informative samples gen-
erated by multi-view association and single-view augmen-
tation to learn discriminative backbones as well as robust
detection classifiers. Experiments on two real-world multi-
camera datasets demonstrate significant advantages of our ap-
proach over the state-of-the-art domain adaptive object detec-
tion methods.

Introduction
Object detection aims at finding all regions of interests
(RoIs) in an image and assigning each RoI to a seman-
tic class. Recent works on object detection (Ren et al.
2015; Lin et al. 2017; Redmon and Farhadi 2018; Zhao
et al. 2019) has achieved remarkable results on many pub-
lic datasets. Nonetheless, the success is mainly attributed to
supervised learning over large amounts of annotated data.
Since the labor cost of RoI-level annotations is prohibitively
expensive, domain adaptive object detection (DA-OD) al-
gorithms (Zhuang et al. 2020; He and Zhang 2019) have
been developed in various scenarios (e.g., adverse weather
conditions (Sakaridis, Dai, and Gool 2018; Nada et al.
2018; Li et al. 2018), synthetic data adaptation (Matthew
et al. 2017; Inoue et al. 2018), and cross-camera adapta-
tion (Cordts et al. 2016; Yu et al. 2020; Geiger et al. 2013))
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Figure 1: An overview of MVDA-OD. All cameras train a
shared backbone with multi-view fusion, and each camera
fine-tunes its detection head with its local data and pseudo-
labels.

to adapt models from labeled data (a.k.a., the source do-
main) to unlabeled data (a.k.a., the target domain).

Despite the advancements in DA-OD, most existing
methods require access to the source domain during the
adaptation phase. However, due to privacy and compliance
issues, companies and organizations that have large-scale la-
beled data are commonly reluctant to share their data with
users who want to adapt the model to their own environ-
ments. Instead, they provide users with models pre-trained
on the labeled data. Moreover, existing methods commonly
focus on the setting of a single target domain and lack de-
sign on simultaneous adaptation to multiple target domains.
On camera networks, however, videos are usually captured
by multiple cameras (views) with overlapping fields of view,
which can be regarded as different but non-independent do-
mains. Existing methods will produce inferior performance
in this context due to neglecting spatial-temporal correla-
tions and cross-camera domain shifts.

To this end, this paper focuses on a more practical setting
on camera networks where Multi-View Domain Adaptive
Object Detection (MVDA-OD) is desired. In MVDA-OD,
a fleet of cameras with overlapping views share their unla-
beled data and train their backbones of object detection mod-
els collaboratively. Conceptually, backbones need to gener-
alize on unseen domains while detection heads are better



positioned to learn domain-specific features on each target
domain. Thus, we propose a two-stage adaptation frame-
work for MVDA-OD, as depicted in Figure 1. Unlike DA-
OD, MVDA-OD only requires the pre-trained model and
is designed to learn camera-specific object detection models
from new data captured by cameras with overlapping fields
of view.

Intuitively, extending existing DA-OD to MVDA-OD
can be achieved by 1) adversarial training of a single model
on combined data from multiple target domains (Roy et al.
2021; Isobe et al. 2021), or 2) training multiple models for
each target domain using pseudo-labels and a self-paced
learning paradigm (Jiang et al. 2015). However, they both
fall short in practice. Although adversarial-based approaches
are effective to learn domain-invariant features of all do-
mains, its assumption that source data is available during
adaptation does not hold in MVDA-OD. Self-paced based
methods (RoyChowdhury et al. 2019; Kim et al. 2019;
Khodabandeh et al. 2019; Li et al. 2021), which are also
called self-training widely used in semi-supervised learn-
ing (Gao et al. 2019; Jeong et al. 2019; Verma et al. 2022;
Yang et al. 2021b), create pseudo-labels for unlabeled im-
ages using a pre-trained model, and jointly train a model
with both labeled and unlabeled data (RoyChowdhury et al.
2019; Kim et al. 2019; Khodabandeh et al. 2019; Li et al.
2021). In a real deployment, however, they suffer from over-
fitting (Yang et al. 2021b) as there is only little unlabeled
data on a single camera. However, most self-training ap-
proaches (RoyChowdhury et al. 2019; Kim et al. 2019;
Khodabandeh et al. 2019) require a large amount of un-
labeled data to refine pseudo-labels. Without removing in-
correct pseudo-labels, end-to-end self-training methods are
easy to overfit on noisy data. Furthermore, pseudo-labels
generated from a single pre-trained detection head are often
noisy and could easily lead to training collapse.

To resolve the overfitting issue, in MVDA-OD, we de-
sign a novel and effective self-supervised learning approach
to pre-train the backbone through multi-view association.
In contrast to end-to-end self-training methods (RoyChowd-
hury et al. 2019; Kim et al. 2019; Khodabandeh et al. 2019),
we start by pre-training a robust feature extractor for down-
stream head fine-tuning because backbone layers are hard to
learn discriminative features with a small number of noisy
pseudo-labels. Specifically, we construct a multi-view reID
pretext task which makes it easier for the feature extrac-
tor to learn representative features of new scenarios because
of various viewpoints provided by multi-view fusion.With a
trained backbone, a fine-grained detection head of each view
is learned in the second stage. Motivated by recent works
on self-training with consistency (Berthelot et al. 2020;
Yang et al. 2020) that utilize augmentation and consistency
regularization to enhance the stability of the self-training
process, we propose a robust single-view self-training ap-
proach. It leverages off-the-shelf tracking techniques to aug-
ment single-view viewpoints for a predicted bounding box
and fine-tunes detection heads via weak-hard consistency
learning.

In summary, this paper makes four contributions: 1) a
new and practical setting for domain adaptive object detec-

tion, i.e., MVDA-OD; 2) a novel two-stage training frame-
work for MVDA-OD; 3) two effective training approaches
in this framework; and 4) the state-of-the-art performance
on WildTrack (72.50% and 72.41%) and CityFlow (69.49%
and 69.82%) on pre-trained YOLOv3 and Faster R-CNN.

Related Work
Domain adaptive object detection seeks to adapt a robust
object detector from labeled source data to unlabeled tar-
get data. Most existing works (Chen et al. 2018b; Zheng
et al. 2020a; Munir et al. 2021; Wang et al. 2021) adopt ad-
versarial feature learning (Ganin and Lempitsky 2015) and
build two domain alignments or classifiers to let backbone
and detection head extract image-level and instance-level
(or bounding box level) domain-invariant features. To align
accurately, an effective two-stage framework (Munir et al.
2021) is proposed, which leverages uncertain pseudo-labels
to train backbone layers in a self-supervised way and then
uses it to find more accurate areas for alignment. Benefiting
from refinement, adversarial feature learning can be easy to
learn domain-invariant features. They need data from source
and target domains to train models. In real-world scenarios,
gaining access to source data might not be feasible due to
privacy concerns, legal issues, and limited network band-
width. To disengage from source data, recent studies (Roy-
Chowdhury et al. 2019; Khodabandeh et al. 2019; Kim et al.
2019; Li et al. 2021; Yang et al. 2021a) follow a self-training
framework and train models on target data independently.
Specifically, they generate pseudo-labels for a target do-
main and train models in a supervised learning way. Al-
though self-training methods outperform adversarial-based
approaches in many datasets, they must refine pseudo-labels
with numerous unlabeled target domain samples. Unfortu-
nately, most target domains in real-world applications do not
have enough unlabeled data to support iterative refinement.
To improve generalization ability with practical constraints,
we devise a novel two-stage training framework to adapt pre-
trained object detection models to multiple target domains,
where the shared backbone learns discriminative features
through multi-view self-supervised learning and detection
heads learn robust classifiers on each domain by weak-hard
consistency learning.

Multi-target domain adaptation (MTDA) aims to trans-
fer knowledge from a single labeled dataset to multiple un-
labeled target datasets. Unlike single-target domain adap-
tation, MTDA needs to extract effective domain-invariant
features for all domains. The mismatching issue across
target domains degrades the performance of the classic
adversarial-based adaptation framework (Ganin and Lempit-
sky 2015). To address this problem, some recent works (Roy
et al. 2021; Isobe et al. 2021) develop a novel aggrega-
tion strategy. In classification, for instance, D-CGCT (Roy
et al. 2021) utilizes a graph convolutional network to aggre-
gate features across different domains and develops a co-
teaching strategy to avoid the overfitting issue. In segmenta-
tion, CCL (Isobe et al. 2021) adds the collaborative consis-
tency regularization term to the adversarial adaptation phase
on each target domain. However, both require labeled source
data during adaptation and ignore correlations between tar-



get domains. Our work studies a new setting, namely multi-
view domain adaptive object detection, where labeled source
data is unavailable during the adaptation phase, and the tar-
get data is captured by multiple overlapping cameras1.

Methodology
Problem Definition. In the multi-view domain adaptation
setting, we are given an object detection model pre-trained
on labeled source data S and unlabeled target data T from
M target domains T 1, T 2, ..., TM . Each target domain T i =

{Xj
i }

Ni
j=1 is captured from an individual surveillance camera

Ci and there exists overlapping field of view between cam-
eras. Xj

i represents the jth unlabeled frame and Ni is the
number of unlabeled images in T i. The goal of MVDA-
OD is to adapt the pre-trained source model to the multi-
view target domains. In this setting, two unique factors differ
from traditional unsupervised domain adaptive object detec-
tion. First, the labeled source data is not available during the
adaptation process, and only the pre-trained source model is
provided. Second, the target data is formed by multiple tar-
get domains with strong spatial-temporal correlations. In the
following, we take two overlapping cameras (i.e., M=2) as
an example to introduce the proposed method.

Overview of the Framework
In Figure 2, we show the framework of our method, which
includes two training stages: (1) multi-view feature extrac-
tor learning and (2) single-view detection head learning. The
first step aims to learn discriminative representation for ob-
jects in the target domains using self-supervised learning
with multi-view association. The second step aims to learn
an accurate detection classifier by robust self-training with
single-view augmentation and weak-hard consistency learn-
ing.

Self-Supervised Learning with Multi-View
Association
Motivation. The feature extractor F in object detection
is responsible for extracting discriminative features. How-
ever, existing training methods (adversarial training and self-
training) are limited by domain shift and limited data in
MVDA-OD. It is because large-scale unlabeled video data
is hard to collect with a single camera. Thus, an intuitive
idea is leveraging all video data from camera networks to
pre-train F in a self-supervised learning manner. Moreover,
overlapping views of camera networks provide many effec-
tive tools (e.g., epipolar geometry) to find an effective pre-
text task for pre-training.

Multi-View reID Data Generation. In the proposed
multi-view self-supervised learning approach, one impor-
tant step is to generate pairs of images with bounding boxes,
where we hope each pair of images belongs to the same iden-
tity. To achieve this goal, we propose to associate bound-
ing boxes by re-identification (reID) technique (Zheng et al.
2020b; He et al. 2020). Since there are no annotations, we
can not learn reID models on the target data in a supervised

1Please refer to Appendix 1 for multi-view object detection.

manner. Although we can borrow existing pre-trained public
reID models, we still meet two challenges in MVDA-OD.
First, existing reID models (Zheng et al. 2020b; He et al.
2020) trained on their own datasets commonly produce low
reID performance on the data of our setting, due to the large
domain gap between datasets. As a result, we will generate
a decent number of false positive pairs and thus seriously
damage the following self-supervised learning process. Sec-
ond, pairwise comparison between bounding boxes among
all cameras incurs a non-linear computation overhead, which
is prohibitively high for scenarios with busy traffic. To deal
with these two challenges, we present a prune-and-augment
approach, which first filters out a large number of bound-
ing boxes that are less likely to be confirmed by reID using
epipolar constraints (Zhang 1998), and then augments re-
fined associated pairs through tracking.

In multi-view association, we begin from running an off-
the-shelf or pre-trained object detection model on all frames
for each camera. Outputs from detection contain bound-
ing boxes which represent the location of RoIs (bounding
boxes) and the corresponding predicted classification score
(c). Like other works in video analytics, we filter bounding
boxes whose c are smaller than cthr. Based on the detection
results, we extract an bounding box (xi

1) from the ith frame
on T 1 to show multi-view association. To associate xi

1 with
bounding boxes in Xi

2, we first use epipolar constraints of
stereo vision to draw an epipolar area for xi

1 on Xi
2

2. Then,
we extract predicted bounding boxes in the epipolar area on
Xi

2 as candidate bounding boxes for xi
1. Finally, we use a

pre-trained reID model to extract features for all candidate
bounding boxes and sort them by cosine distance in ascend-
ing order. Because each bounding box only has one associ-
ated bounding box in the other view, we select bounding box
with the minimal distance as the associated bounding box
for xi

1. As Illustrated in Figure 3, we are able to significantly
reduce the search space because the epipolar area helps us
filter many bounding boxes before running a reID model on
all candidate bounding boxes in Xi

2. In our implementation,
we use SBS (He et al. 2020) and VehicleNet (Zheng et al.
2020b) for person and vehicle reID, respectively. Note that
extending two views to multi-views is straightforward. One
can simply follow the same searching pipeline to find can-
didate bounding boxes for xi

1 in all views. With multi-view
searching, we increase the training data size from different
viewpoints.

Nonetheless, it only finds out pairs of bounding boxes on
cameras at the same time (associating bounding box for xi

1
on Xi

2). To augment associated bounding boxes in consec-
utive frames, we run a tracking model on them to add new
bounding boxes of the same identity. Then we filter repeated
identities that have the same bounding boxes. In an imple-
mentation, we run SiamMask-E (Xin and K 2019), a track-
ing algorithm on subsequent ten frames from both cameras
to get more associated bounding boxes.

Consistency Training. With the multi-view reID data,
F takes pairs of images with bounding boxes belonging to
the same object as input and runs them through the entire

2Details about epipolar geometry can be found in Appendix 8.
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Figure 2: An overview of our two-stage training strategy. In the first stage, we build multi-view reID data with pre-trained
detection and reID models, which are then used to fine-tune the backbone module (F ) in a self-supervised manner. In the
second stage, we adopt tracking techniques to mine easy and hard positives (missing bounding boxes) and train a detection
head (D) in a robust self-training approach through weak-hard consistency learning.

model to get predicted distributions. Afterward, it calculates
the classification score (cls) of each image purely based on
features within the paired bounding box, and uses consis-
tency loss in backpropagation to train the backbone network
(Figure 2). Given a mini-batch of images from T 1 and T 2,
consistency loss is defined as:

LF
consistency =

Ngroup∑
k=1

CE(F (xk
1), F (xk

2)), (1)

where Ngroup is the total number of group of associated
bounding boxes in the mini-batch, CE represents cross en-
tropy function, F (·) represents the classification model (the
feature extractor F and a classification head), xk

1 and xk
2 de-

note the kth pair of associated bounding boxes on T 1 and T 2

respectively. As we compute consistency loss between any
pair of bounding boxes in Equation. 1, any RoIs detected by
two or more views are selected as training data. As consis-
tency loss is minimized by fine-tuning, the feature extractor
F generates more representative feature maps. In an imple-
mentation, we add one fully connected (FC) layer to F and
use it to generate predicted class distributions. After train-
ing, we delete this FC layer and save the feature extractor F
for stage 2.

Discussion. A prevailing training strategy for self-
learning methods (Khodabandeh et al. 2019; Li et al. 2021;
Yang et al. 2021a) is end-to-end iterative training with re-
fined pseudo-labels. Although they are effective on many
unlabeled datasets, pseudo-label mining depends on data
size largely. In our setting, a single camera often cannot
save many images for pseudo-label mining due to a mem-
ory constraint. Thus, a simple but effective approach is to
split the fine-tuning process into two stages, which makes
noisy pseudo-labels unable to distort pre-trained features
and avoids overfitting issues on limited data for backbone
layers simultaneously. We verify the effectiveness of our
method in Table 2.

1. Epipolar
  
 mappingcam1 cam2 

2. reID 

frame i on cam1 frame i on cam2 

Figure 3: Illustration of epipolar mapping and reID. In
cam1, the green solid rectangle denotes an given bounding
box (xi

1). In cam2, yellow and red dotted rectangles denote
predicted bounding boxes. Two green dotted lines represent
epipolar constraints on xi

1.

Robust Self-Training with Single-View
Augmentation
Motivation. Self-training methods are widely used to adapt
a detection head for each camera. But in MVDA-OD, lim-
ited data makes them hard to mine clean pseudo-labels.
Thus, we leverage a new effective training approach named
FixMatch (Berthelot et al. 2019; Yang et al. 2020), which
improves the robustness of self-training via entropy mini-
mization. Specifically, it uses a weakly-augmented exam-
ple to generate an artificial label for a sample and enforce
consistency against its strongly-augmented counterpart. But
it is hard to find useful weakly-/strongly-augmentation for
MVDA-OD. Fortunately, we observe that a tracking detec-
tor can find “hard” samples for an object, which commonly
has a large difference in pose and viewpoint to its query
counterpart. Thus, we propose a viewpoint-aware augmen-
tation approach to adapt a robust head for each camera.

Augmented Pseudo-labels Construction. Before self-
training, we first use a pre-trained tracking model to gen-
erate movement’s trace for a given bounding box. Second,
we select bounding boxes that are not detected in the cur-
rent frame and are detected in consecutive frames as hard
positives. It’s because they are ”missing” bounding boxes
for object detection models. After splitting hard positives,
we group the remaining bounding boxes which are detected



frame f-1 frame f frame f+1 

Figure 4: Illustration of Positives Mining. The solid white
boxes denote detections, and the dashed yellow boxes are
associated with the tracking algorithm.
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Figure 5: Diagram of self-training with augmented pseudo-
labels. CE(·) represents the cross entropy functions. ’aver-
age predictions’ are calculated by averaging all predictions
on easy/hard positives. y′ and y∗ denote the average predic-
tion on hard positives and the augmented pseudo-label on
easy positives, respectively. The classification categories de-
pend on the pre-defined classes.

by both detection and tracking models, as easy positives.
Figure 4 illustrates running object detection and tracking al-
gorithms on three consecutive frames. As there are existing
matching detections in adjacent frames for the current track-
ing object which is not detected, it is correctly considered
to be a “missing detection” and we add them to the set of
hard positives. In contrast, samples that are found by detec-
tion and tracking algorithms concurrently are added to the
set of easy positives. To reduce negative impacts caused by
occlusion, we only keep positives whose distances between
themselves and the selected bounding box on feature maps
are smaller than Tthr.

Self-Training with Augmented Pseudo-Labels. With
different groups of positives, we first build the augmented
pseudo-label for a given input bounding box through av-
erage ensemble predictions on all easy positives. Second,
we train D by making its prediction on all hard positives
match the augmented pseudo-label via a cross-entropy loss.
As shown in Figure 5, given an predicted bounding box (x),
the loss LD

det can be formulated as:

LD
det = CE(

1

Nh

Nh∑
i=1

D(xi
h), O(

1

Ne

Ne∑
j=1

D(xj
e))), (2)

where Nh and Ne denote the number of hard and easy pos-
itives, respectively. xi

h and xj
e represent the ith hard and jth

easy positives, respectively. O(·) denotes argmax(·).
In summary, our proposed training framework contains

two stages: 1) backbone pretraining with mult-view data that

aims to learn a shared discriminative image-level feature ex-
tractor for all cameras; 2) detection head fine-tuning with
augmented pseudo-labels that focuses on learning a robust
bounding box classifier for each camera.

Experiments
Experimental Setup
Datasets. In this paper, we conduct experiments on one gen-
eral dataset (MS-COCO (Lin et al. 2014)) and two real-
world multi-camera datasets (WildTrack (Chavdarova et al.
2018) and CityFlow (Tang et al. 2019)3) for evaluating the
proposed method under the introduced MVDA-OD setting.
MS-COCO is a large-scale object detection dataset that in-
cludes 330K images of 80 object categories. We regard it as
the source domain for pre-training the source model. Wild-
Track is by far the largest multi-camera dataset for pedes-
trian detection and tracking. CityFlow is built for multi-
camera vehicle tracking. These two datasets are used as the
target domain. The details of them are shown in Table 1.

Implementation Details. We select YOLOv3 (Redmon
and Farhadi 2018) with a backbone of Darknet53 and Faster
R-CNN (Ren et al. 2015)4 with a backbone of ResNet101
as the object detection models, which are implemented with
mmdetection (Chen et al. 2019) toolbox. The detection mod-
els are first pre-trained on MS-COCO and then adapted to
WildTrack and CityFlow with the proposed method, respec-
tively. For evaluation, we set the ratio of the training set,
evaluation set, and testing set to 16 : 4 : 5 for both Wild-
Track and CityFlow. We adopt SiamMask-E (Xin and K
2019) as the tracking model in our method. SBS (He et al.
2020) and VehicleNet (Zheng et al. 2020b) are used for
person and vehicle reID, respectively. In pseudo-label con-
struction, we set Tthr to 0.7. During training, we choose
Adam (Kingma and Ba 2015) as the optimizer and set the
learning rate to 0.01. The batch size is set to 8. The threshold
of classification score (cthr) is set to 0.5. We train the model
with 60 epochs in total, in which self-supervised multi-
view training and single-view detection head fine-tuning are
trained with 30 epochs individually.

Competitors. We compare the proposed method with
the source-only model, three self-training approaches, and
two domain adaptive object detection approaches: Source-
Only, Self-Training (ST) (Gao et al. 2019), Self-Training
with Gold Loss Correction (ST-GLC) (Dan et al. 2018),
Self-Training with Consistency Loss (ST-CL) (Jeong et al.
2019), Self-Training with Hard Samples (ST-HARD) (Roy-
Chowdhury et al. 2019), Domain adaptive Faster RCNN
(DA-FR) (Chen et al. 2018a), Image-Instance Full Align-
ment Networks (DA-iFAN) (Zhuang et al. 2020), Vector-
Decomposed Disentanglement (DA-VDD) (Wu et al. 2021),
Similarity-based Domain Alignment (DA-SDA) (Rezaeia-
naran et al. 2021) and RPN Prototype Alignment (DA-
RPN) (Zhang, Wang, and Mao 2021)5 (see Appendix 2 for
details).

3We used data collected from the first intersection of CityFlow.
4Due to page restrictions, we move all experimental results of

Faster R-CNN to Appendix 3.
5Because DA-RPN requires to align features on RPN layers and



Objects # Cam Size Frames (labeled/total) Avg. obj./frame Category
WildTrack Pedestrians 7 1920*1080 400 / 29400 23 Person
CityFlow Vehicles 5 960*480 640 / 9775 13 Car, Truck and Bus

Table 1: Dataset statistics for WildTrack and CityFlow.

Evaluation Metric. We use mean Average Preci-
sion (mAP) over Intersection Over Union (IoU) of 0.5
(mAP@[0.5:1.0]) to measure the detection performance on
the target dataset. Due to space limitations, we only report
the average mAP of all cameras in this section. Results on
each camera can be found in Appendix 4.

Analysis on Two-Stage Training Framework
To validate the effectiveness of the proposed two-stage train-
ing framework, we compare four training strategies: (1) the
proposed two-stage training strategy, which first pre-trains
the backbone by self-supervised learning and then fine-tunes
the detection head by robust self-training; (2) variation of
our two-stage training, which trains the whole model (back-
bone and detection head) by robust self-training in stage-
2; (3) one-stage training, which trains the detection head
with robust self-training; (4) variation of one-stage training,
which trains the whole model with robust self-training.

In Table 2, we compare the results of these four strate-
gies for WildTrack and CityFlow. The mAP averaged on
all cameras is reported. We have the following conclusions.
First, no matter using which self-training strategies (train-
ing the whole model or only the detection head), the two-
stage training strategy can consistently produce higher per-
formance than the one-stage strategy. This demonstrates
the importance of the proposed self-supervised multi-view
training, which helps the model to learn more discrimina-
tive representation for the downstream detection task. Sec-
ond, when implementing self-training, optimizing the whole
model commonly produces lower results than optimizing the
detection head only (except for one case in YOLOV3 of
WildTrack). This indicates that using a limited number of
samples, which are assigned pseudo-labels, cannot support
the backbone to learn representative features. The main rea-
son is that training with few samples may lead to the model
overfitting on them and thus decreases the discrimination of
the backbone. Third, the proposed two-stage training strat-
egy largely outperforms the other three strategies, validat-
ing the effectiveness of learning powerful backbone by self-
supervised learning and learning robust detection head by
self-training.

Evaluation on Multi-View Self-Supervised
Learning
Self-Training vs. Self-Supervised Learning.6 To show the
effectiveness of our self-supervised learning in stage 1, we

one-stage object detection models don’t have RPN, we only report
the corresponding results for Faster R-CNN.

6Please refer to Appendix 7 for ablation study on pretext tasks
in multi-view self-supervised learning.

Backbone
Pre-training

Self
Training WildTrack CityFlow

× F +D 65.23 61.56
× D 63.15 62.27
✓ F +D 66.54 63.92
✓ D 72.50 69.49

Table 2: Average mAP (%) of 4 training strategies with
YOLOv3 for 7 cameras in WildTrack and 5 cameras in
CityFlow. In ”Backbone pre-training” column, ”✓” and ”×”
represent the backbone pre-training is whether or not used in
the training strategy. In ”Self-Training” column, ”F+D” de-
notes that fine-tuning backbone and detection heads together
in stage 2. ”D” represents that we only fine-tune detection
heads in stage 2.

compare it with a naive self-training strategy that trains ob-
ject detection models with pseudo-labels in an end-to-end
manner. For a fair comparison, the self-training pipeline also
consists of two stages: we first train detection models on
multi-view unlabeled data and then fine-tune them on a sin-
gle view. As illustrated in Table 3, self-training achieves a
much lower accuracy than our method. This is mainly due
to two reasons. First, despite the increased amount of data,
training samples from different cameras are still too noisy,
hampering the model to learn a good feature representation
and a detection head. In specific, the accuracy of fine-tuning
detection heads in stage 2 only is much lower than that of
fine-tuning the whole detection model (58.23% mAP vs.
62.45% mAP). To verify the effectiveness of epipolar con-
straints in stage 1, we record extra reID cost and compare it
with running a reID model on all paired bounding boxes.
Results are also shown in Table 3. Interestingly, epipolar
constraints not only reduce the extra reID cost largely but
also improve final mAP moderately. It is because pre-trained
reID models have domain shifts on target datasets, and they
are hard to provide correct predictions on all paired bound-
ing boxes.

Evaluation on Robust Self-Training
Comparison of Different Augmentation Methods. To
evaluate the effectiveness of our proposed tracking-based
augmentation method, we compare it with four widely used
augmentation methods, including Brightness, color, con-
trast and autoaugment (Cubuk et al. 2019). Following Fix-
Match (Yang et al. 2020), we use filp-and-shift as weak aug-
mentation and the four approaches as strong augmentation.
In addition, we also conduct experiments on vanilla self-
training which does not use any augmentation during train-
ing. Results in Table 4 show that the compared four augmen-



Backbone
Pre-training

Self
Training

Epipolar
Constraints

Extra
reID cost WildTrack CityFlow

Self-training F +D × 0.00 62.45 61.13
Self-training D × 0.00 58.23 55.12

Self-supervised D × 100.00/100.00 69.84 71.22
Self-supervised D ✓ 12.34/10.12 72.50 69.49

Table 3: Average mAP (%) of self-training and self-supervised learning strategies with YOLOv3 for 7 cameras in WildTrack
and 5 cameras in CityFlow. In ”Epipolar Constraints” column, ”✓” and ”×” represent the epipolar constraints is whether or not
used in backbone pre-training. In ”Extra reID cost (%)” column, we record the frequency of running a reID model in stage 1 and
then compute its corresponding probability. Without epipolar constraints, we have to run a reID model on all paired bounding
boxes. Thus, we set it to the maximum number of running a reID model.

tations can slightly improve the performance in some set-
tings but also will reduce the performance in other settings.
This indicates that these four augmentation methods can
not achieve consistent improvement in all settings. Instead,
our proposed tacking-based augmentation method leads to
large improvements in all settings, which significantly out-
performs the compared three augmentation methods. This
shows the importance of considering the view variations for
learning robust detection head and verifies the advantage of
our tracking-based augmentation in MVDA-OD.

Strong Augmentation WildTrack CityFlow
× 65.41 62.15

Brightness 62.48 61.58
Color 61.15 60.38

Contrast 66.28 62.08
AutoAugment 63.79 64.56
Tracking (ours) 72.50 69.49

Table 4: Comparison of different augmentation methods
with YOLOv3 in robust self-training. mAP averaged on all
cameras is reported.

Comparison with State-of-the-Art Methods
In Table 6, we compare the proposed method with 9 state-
of-the-art (SOTA) methods on WildTrack and CityFlow,
including 4 self-training approaches (ST, ST-GLC, ST-CL
and ST-HARD) and 5 domain adaptation methods (DA-FR,
DA-iFAN, DA-VDD and DA-SDA). For self-training ap-
proaches, we keep the source-free constraint of MVDA-
OD. That is, we only use the source pre-trained model and
target domain to implement self-training approaches. For
domain adaptation methods, we remove the source-free con-
straint and apply them by jointly training the model with
both source data and target data. We have the following
observations. First, existing SOTA methods fail to achieve
clear improvement, or even will reduce the performance,
on both datasets. Importantly, even using the source data
during adaptation process, the DA-FR, DA-SDA and DA-
iFAN still produce poor results compared to the source-
only model. This shows that existing self-training methods
and domain adaptation methods are limited by the source-

Method Source Data WildTrack CityFlow
Source-Only 64.11 61.36

ST 63.43 55.30
ST-CL 63.68 55.85

ST-GLC 65.95 57.22
ST-HARD 67.16 57.03

DA-FR ✓ 63.16 55.26
DA-iFAN ✓ 64.66 56.53
DA-VDD ✓ 65.32 57.21
DA-SDA ✓ 68.19 59.13

Ours 72.50 69.49

Table 5: Comparison with SOTA methods on WildTrack and
CityFlow using YOLOv3. In ”Source Data” column, ”✓”
denotes that the source data is available during the training
phase.

free and multi-camera constraints and thus are not suitable
for the proposed MVDA-OD. Second, the average mAP
of our method on all cameras is significantly higher than
all methods, regardless of the data set and detection model.
Specifically, when testing on WildTrack, our approach out-
performs the best known self-training approach (ST-HARD)
by 5.34% mAP for YOLOv3. Also, our method is higher
than the best domain adaptive method (DA-SDA) by 4.31%
mAP for YOLOv3. A similar superiority of our method can
also be found when testing on CityFlow. Third, our method
produces slightly lower results on CAM-7 when testing on
WildTrack. The main reason is that CAM-7 has very limited
shared field of view (FOV) with other cameras and thus very
few non-camera-specific training data can be discovered for
multi-view self-supervised learning. Comparisons on each
camera and results on SOTA methods using all multi-view
data can be found in Appendix 5 and Appendix 6, respec-
tively.

Conclusion
In this paper, we study a new and more practical setting
(MVDA-OD) for existing domain adaptive object detec-
tion. Unlike source-free domain adaptation settings, we pro-
pose a novel two-stage training framework to align features
between unavailable source domain and multiple target do-
mains with strong spatial-temporal correlations.



Appendices
1 Multi-View Object Detection

In multi-view object detection (Fleuret, Lengagne, and Fua
2007; Baque, Fleuret, and Fua 2017; Hou, Zheng, and Gould
2020), two-stage approaches are widely used. Specifically,
these methods first aggregate the detection results from mul-
tiple views using off-the-shelf detection models. Then, they
leverage the spatial neighbour information to model occu-
pancy and obtain a more accurate location for each RoI. To
estimate occlusion between different RoIs, mean-field infer-
ence (Fleuret, Lengagne, and Fua 2007), conditional random
field (Baque, Fleuret, and Fua 2017) and perspective trans-
formation (Hou, Zheng, and Gould 2020) are exploited to
learn consistency between multi-view inputs. However, all
of them focus on pedestrian detection and only care about
the head-foot RoIs. In our work, we also adopt the two-stage
learning framework but target to build a multi-class object
detection models for all detected RoIs from multi-views.

2 Descriptions of Baselines
1. Source-Only: the detection model pre-trained on source

data (i.e., MS-COCO dataset) only, which is directly
tested on the target data without further training.

2. Self-Training (ST) (Jeong et al. 2019): the most widely
used self-training mechanism by fine-tuning the model
with confident pseudo-labels of the target data.

3. Self-Training with Gold Loss Correction (ST-GLC) (Dan
et al. 2018): an improved version of ST, which aims to
rectify uncertain pseudo-labels of the target data by gold
loss correction. All pseudo-labels are used to fine-tune
the source model.

4. Self-Training with Consistency Loss (ST-CL) (Jeong et al.
2019): the most recent work on self-training. It uses two
images (the original image and a flipped image) as in-
put, and constructs consistency loss between two images
during training. For reliable samples, we use both super-
vised loss and consistency loss to train the model. For
uncertain samples, we only use consistency loss.

5. Self-Training with Hard Samples (ST-HARD) (Roy-
Chowdhury et al. 2019): the effective self-training
method for object detection. It leverages tracking mod-
els to find hard samples and clean easy samples for self-
training process of object detection.

6. Domain adaptive Faster RCNN (DA-FR) (Chen et al.
2018a): the first method for domain adaptive object
detection. DA-FR adds image-level and instance-level
adaptation components to backbone and detection net-
works of Faster RCNN. In this paper, we also extend it to
YOLOv3 with the same manner.

7. Image-Instance Full Alignment Networks (DA-
iFAN) (Zhuang et al. 2020): another domain adaptive
object detection approach, which builds the image-level
adaptation module upon backbone network and global
alignment on detection network of Faster RCNN. Similar
to DA-FR, we also reproduce DA-iFAN on YOLOv3
architecture.

Methods Source Data WildTrack CityFlow
Source-Only 65.76 58.87

ST 65.06 58.41
ST-CL 65.81 59.90

ST-GLC 67.43 59.87
ST-HARD 68.12 56.23

DA-FR ✓ 63.35 57.79
DA-iFAN ✓ 63.36 58.64
DA-VDD ✓ 66.13 58.09
DA-SDA ✓ 63.14 56.35
DA-RPN ✓ 67.91 58.97

Ours 72.41 69.82

Table 6: Comparison with SOTA methods on WildTrack
and CityFlow using Faster R-CNN. In ”Source Data” col-
umn, ”✓” denotes that the source data is available during
the training phase. Because DA-RPN requires to align fea-
tures on RPN layers and one-stage object detection models
don’t have RPN, we use × to denote unavailable experimen-
tal results.

8. Vector-Decomposed Disentanglement (DA-VDD) (Wu
et al. 2021): a new but effective domain adaptive
object detection method, which proposes a vector-
decomposition based unsupervised domain adaptation al-
gorithm to disentangle domain-invariant representations
from domain-specific representations.

9. Similarity-based Domain Alignment (DA-SDA) (Rezaeia-
naran et al. 2021): a recent domain alignment algorithm
for object detection, which leverages a visual-similarity
clustering algorithm and a group-level discriminator to
reduce alignment’s error of adversarial training methods
further.

10. RPN Prototype Alignment (DA-RPN) (Zhang, Wang, and
Mao 2021): a simple but effective alignment for domain
adaptive object detection, which learns a RPN proto-
type for the RPN module and try to reduce foreground-
background shifts. Compared with other works, they pro-
pose a plug-and-play alignment for a RPN module in-
stead of aligning features of backbone and detection head
layers. However, it is depend on RPN modules and limits
the deployment on one-stage object detection models.

3 Results of Faster R-CNN
In Table 6, we compare our method with other state-of-the-
art (SOTA) methods using Faster R-CNN on two bench-
marks. A similar improvements are shown on Faster R-
CNN. When testing on WildTrack, our approach outper-
forms the best known self-training approach (ST-HARD) by
4.29% mAP and achieves a higher mAP compared with the
best domain adaptive method (DA-SDA and DA-RPN).

4 Results on Each Camera
Table 7 and Table 8 show our proposed method and other
baselines using YOLOv3 and Faster R-CNN on WildTrack
respectively. Clearly, our approach outperforms the best



baseline (ST-HARD) on most cameras (CAM-1 to CAM-6)
but produce lower mAP on CAM-7. It’s may because CAM-
7 has the least overlapping field of view with other cam-
eras. In Table 9, it’s interesting to note that our method get
higher performance than ST-GLC on CAM-4 which shares
the least field of view with other cameras. It’s mainly be-
cause weak-hard consistency learning of stage-2 is more ef-
fective to multi-class datasets.

5 Single-View vs. Multi-View Learning
In the proposed multi-view self-supervised learning, we as-
sociate bounding boxes across multiple cameras. To ver-
ify the effectiveness of multi-view association, we compare
it with single-view association7 which associates bound-
ing boxes only each individual camera. Comparisons are
show in Table 10 for WildTrack and CityFlow. Clearly,
the proposed multi-view learning consistently outperforms
the single-view learning on all settings. This demonstrates
the importance of capturing reID data across multiple over-
lapped cameras for MVDA-OD.

6 Results of Baselines (All View Data)
To verify the effectiveness of our method under the same
learning budget, we compare SOTA methods and ours with
the same training data in Table 11, where all SOTA ap-
proaches fuse multi-view data first and train one model
to detect objects for all views. The results show that us-
ing all data to train models is more effective than learning
with single-view data. This is because fusing multi-view
data can avoid overfitting issues of single-view learning.
But they cannot obtain similar improvement using differ-
ent models on two datasets. Thus, our method is a more
robust and generalizable multi-view unsupervised learning
approach. In summary, our proposed two-stage adaptation
perform best even when compared to one-stage adaptation
methods trained on multi-view data.

7 Ablation Study on Pretext Tasks
. In this work, we propose to use multi-view reID as the pre-
text task for self-supervised backbone learning. To demon-
strates its advantage, we further compare it with three pop-
ular pretext tasks, i.e., rotation (Gidaris, Singh, and Ko-
modakis 2018) (predicting which rotation has been applied
for an input image), colourisation (Zhang, Isola, and Efros
2016) (predicting which the mapping quantized color value
has applied for an input image) and relative position (Do-
ersch, Gupta, and Efros 2015) (predicting the relative po-
sition between two random patches from one image). Re-
sults are reported in Table 12. Without using the pretext
task, we directly fine-tune the detection head with our ro-
bust self-training. We can observe that the compared three
pretext tasks fail to improve the performance in most set-
tings. This indicates that these three pretext tasks can not
help the model to learn more discriminative representation

7Single-view association running an pretrained reID model on
all bounding boxes from a same camera and group them of the
same identity from different timestamps.

Figure 6: Illustration of epipolar constraints.

for MVDA-OD. We also compare SimCLR (Chen et al.
2020), a recent popular contrastive learning framework, with
our method. Interestingly, SimCLR is hard to learn effec-
tive single-class detection models for WildTrack and ob-
tains worse performance than relative position in multi-class
detection for CityFlow. This is because SimCLR aims to
learn inter-class inconsistency but ignores intra-class incon-
sistency which is important to classify on a small number of
similar categories. In contrast, our proposed multi-view reID
significantly improves the performance on all settings, ver-
ifying the large advantage of our designed pretext task for
MVDA-OD.

8 Epipolar Geometry

To introduce how to use epipolar geometry to prune the
bounding box in the first stage, we need to explain the epipo-
lar plane. When two cameras view the same 3D space from
different viewpoints, geometric relations among 3D points
and their projections onto the 2D plane lead to constraints
on the image points. This intrinsic projective geometry is
captured by a fundamental matrix F in epipolar geometry,
which can be calculated as F = K−T

2 [t]×RK−1
1 . K1 and

K2 represent intrinsic parameters. R and [t]× are the relative
camera rotation and translation, which describe the location
of the second camera relative to the first in global coordi-
nates (a.k.a., extrinsic parameters). Given F , for a physical
3D position P in the overlapping area of cam1 and cam2,
we have pT1 Fp2 = 0, where p1 and p2 are the projected
scene point from P on cam1 and cam2, respectively. In
essence, this equation characterizes an epipolar plane con-
taining P and epipoles O1 and O2 of both cameras.

Epipolar plane offers a unique characteristic in building
associations between bounding boxes on different cameras.
As illustrated in Figure 6, the intersection of the epipolar
plane with the image plane are two lines, which are called
epipolar lines. This means that for any particular point p1 on
cam1, it is always mapped to a point along the epipolar line
l2 in the image from cam2. Thus, we can use similar method
to find four epipolar lines on cam2 for a bounding box x1

on cam1. Based on epipolar geometry, x1’s corresponding
location on cam2 should be in the region surrounded by four
epipolar lines.



Methods CAM-1 CAM-2 CAM-3 CAM-4 CAM-5 CAM-6 CAM-7 CAMavg

Source-Only 56.14 60.45 69.21 71.83 69.21 53.37 68.55 64.11
ST 55.37±0.10 60.16±0.12 67.25±0.08 71.52±0.10 68.14±0.12 52.33±0.10 69.27±0.20 63.43

ST-CL 55.43±0.08 61.33±0.20 69.16±0.13 70.12±0.10 68.26±0.06 53.13±0.09 68.31±0.11 63.68
ST-GLC 57.22±0.13 63.51±0.08 73.46±0.05 72.16±0.05 68.95±0.18 56.35±0.19 69.97±0.07 65.95

ST-HARD 64.38±0.11 66.72±0.14 69.08±0.03 70.76±0.07 65.05±0.17 63.63±0.08 70.5±0.13 67.16
DA-FR 53.18±0.11 61.74±0.16 65.27±0.19 71.34±0.18 67.87±0.15 54.13±0.12 68.57±0.09 63.16

DA-iFAN 55.26±0.10 62.63±0.15 69.83±0.08 71.96±0.14 68.14±0.15 55.67±0.19 69.16±0.13 64.66
DA-VDD 64.49±0.10 59.26±0.12 64.39±0.11 66.83±0.09 67.15±0.10 61.18±0.08 73.90±0.05 65.32
DA-SDA 66.94±0.06 69.00±0.12 70.84±0.02 67.21±0.02 68.39±0.14 66.58±0.07 68.29±0.15 68.19
DA-RPN × × × × × × × ×

Ours 71.16±0.16 72.74±0.06 75.12±0.06 77.16±0.13 74.32±0.12 68.59±0.10 68.38±0.12 72.50

Table 7: mAP (%) of self-training and domain adaptive object detection approaches on WildTrack dataset using YOLOv3 (400
labeled frames − > 3800 unlabeled frames on each camera). The last column ”CAMavg” represents the average mAP of all
cameras. Because DA-RPN (Zhang, Wang, and Mao 2021) needs to compute loss upon RPN module, we cannot implement it
with YOLOv3 and use ”×” to denote the unavailable experimental results.

Methods CAM-1 CAM-2 CAM-3 CAM-4 CAM-5 CAM-6 CAM-7 CAMavg

Source-Only 58.24 65.38 68.72 71.66 69.88 54.05 72.37 65.76
ST 57.61±0.10 63.23±0.09 69.16±0.11 72.18±0.07 68.46±0.12 53.35±0.09 71.46±0.13 65.06

ST-CL 58.15±0.07 64.43±0.09 71.64±0.16 71.32±0.11 69.25±0.10 53.74±0.20 72.11±0.11 65.81
ST-GLC 61.62±0.19 67.26±0.18 73.38±0.19 71.78±0.08 69.67±0.16 54.96±0.11 73.35±0.08 67.43

ST-HARD 62.78±0.07 65.84±0.02 70.90±0.06 64.53±0.07 67.11±0.02 69.01±0.14 76.67±0.12 68.12
DA-FR 55.13±0.08 63.65±0.19 66.25±0.11 69.96±0.09 67.81±0.13 54.11±0.11 66.57±0.18 63.35

DA-iFAN 55.24±0.18 63.98±0.12 66.97±0.14 68.98±0.19 66.84±0.08 53.21±0.10 68.28±0.17 63.36
DA-VDD 65.68±0.10 72.68±0.04 63.65±0.09 68.02±0.05 62.15±0.10 64.25±0.06 66.43±0.06 66.13
DA-SDA 63.80±0.05 63.44±0.10 62.95±0.11 58.86±0.04 61.25±0.08 66.63±0.05 65.01±0.07 63.14
DA-RPN 64.07±0.05 67.85±0.07 70.04±0.14 70.28±0.03 71.80±0.14 64.22±0.15 67.07±0.06 67.91

Ours 70.92±0.17 71.22±0.16 75.84±0.05 77.11±0.07 73.86±0.06 68.38±0.13 69.57±0.18 72.41

Table 8: mAP (%) of self-training and domain adaptive object detection approaches on WildTrack dataset using Faster R-CNN
(400 labeled frames − > 3800 unlabeled frames on each camera).

YOLOv3 Faster R-CNN
Methods CAM-1 CAM-2 CAM-3 CAM-4 CAM-5 CAMavg CAM-1 CAM-2 CAM-3 CAM-4 CAM-5 CAMavg

Source-Only 55.28 62.33 53.37 48.62 54.54 61.36 59.92 61.71 59.21 52.37 61.13 58.87
ST 57.84±0.13 61.37±0.10 54.24±0.11 49.81±0.08 53.26±0.09 55.30 59.87±0.14 60.95±0.14 58.83±0.10 53.11±0.11 59.28±0.09 58.41

ST-CL 58.95±0.14 62.71±0.08 53.11±0.09 50.97±0.14 53.51±0.09 55.85 59.77±0.09 61.86±0.09 60.27±0.10 52.76±0.12 59.83±0.13 59.90
ST-GLC 60.11±0.13 63.27±0.10 55.66±0.08 52.16±0.09 54.91±0.09 57.22 60.38±0.12 63.48±0.09 61.56±0.09 53.97±0.10 59.95±0.12 59.87

ST-HARD 61.22±0.11 55.14±0.11 58.08±0.02 57.74±0.08 52.96±0.05 57.03 52.72±0.01 55.40±0.02 58.23±0.06 56.68±0.03 58.11±0.08 56.23
DA-FR 57.34±0.09 61.82±0.10 53.08±0.14 51.11±0.18 52.93±0.07 55.26 58.23±0.10 61.15±0.14 59.18±0.11 53.53±0.15 56.88±0.16 57.79

DA-iFAN 58.93±0.13 62.57±0.11 53.18±0.14 52.64±0.15 55.33±0.12 56.53 59.29±0.14 61.88±0.16 60.77±0.19 53.61±0.14 57.66±0.08 58.64
DA-VDD 57.11±0.10 56.40±0.09 55.83±0.05 57.11±0.05 58.49±0.07 57.21 55.99±0.14 58.47±0.04 57.63±0.21 57.53±0.09 60.82±0.06 58.09
DA-SDA 58.30±0.10 57.40±0.08 60.38±0.06 58.69±0.13 60.85±0.04 59.13 56.68±0.14 58.08±0.11 50.66±0.13 58.94±0.04 57.37±0.08 56.35
DA-RPN × × × × × × 62.16±0.06 58.72±0.14 58.47±0.08 56.93±0.08 58.54±0.03 58.97

Ours 71.45±0.10 73.88±0.09 66.51±0.05 63.41±0.06 72.21±0.11 69.49 69.83±0.06 72.34±0.07 71.35±0.09 62.31±0.09 73.29±0.09 69.82

Table 9: mAP (%) of self-training and domain adaptive object detection approaches on CityFlow dataset (640 labeled frames
− > 1315 unlabeled frames on each camera).

9 Broader Impact
Our two-stage adaptation method can help researchers to de-
velop more effective adaptive object detection models using
prior spatial knowledge across multiple overlapping cam-
eras (views), thus improving the scalability of existing do-
main adaption techniques on smart retail, smart transporta-
tion, and smart security systems in future metropolises. In
addition, our proposed multi-view contrastive training and
single-view consistency learning are quite general and not

limited to the specific research field of object detection. It
can be well extended to other visual processing applications
in camera networks, including segmentation, tracking, and
reID.

However, multi-view domain adaptation needs to aggre-
gate data from all views. It may lead to a large transmis-
sion burden and give rise to the infringement of views’ pri-
vacy. Because object detection models can be trained with
anonymized data in a few-shot manner, engineers should



Training Methods WildTrack CityFlow
Single-view 68.41 63.08
Multi-view 72.50 69.49

(a) YOLOv3

Training Methods WildTrack CityFlow
Single-view 66.55 63.20
Multi-view 72.41 69.82

(b) Faster R-CNN

Table 10: Comparison of multi- and single-view learning
with YOLOv3 for self-supervised learning.

integrate our method with existing few-shot learning and
privacy-preserving data transmission techniques when they
deploy our method in real-world multi-camera networks.
Also, we think an interesting and promising future work on
multi-view domain adaptation is privacy-preserving multi-
target adaptation.
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